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Abstract— A construction method for protograph-based LDPC
codes that simultaneously achieve low iterative decoding thresh-
old and linear minimum distance is proposed. We start with
a high-rate protograph LDPC code with variable node degrees
of at least 3. Lower rate codes are obtained by splitting check
nodes and connecting them by degree-2 nodes. This guarantees
the linear minimum distance property for the lower-rate codes.
Excluding checks connected to degree-1 nodes, we show that the
number of degree-2 nodes should be at most one less than the
number of checks for the protograph LDPC code to have linear
minimum distance. Iterative decoding thresholds are obtained
by using the reciprocal channel approximation. Thresholds are
lowered by using either precoding or at least one very high-
degree node in the base protograph. A family of high- to low-rate
codes with minimum distance linearly increasing in block size and
with capacity-approaching performance thresholds is presented.
FPGA simulation results for a few example codes show that the
proposed codes perform as predicted.

I. I NTRODUCTION

Low-density parity-check (LDPC) codes were proposed by
Gallager [1] in 1962. After introduction of turbo codes by
Berrou et al [2] in 1993, researchers revisited LDPC codes,
and extended the work of Gallager using the code graphs
introduced by Tanner [3] in 1981. After 1993 there have been
many contributions to the design and analysis of LDPC codes;
see for example [10], [12], [4], [13], [14], [15], and references
there. Recently a flurry of work has been conducted on the
design of LDPC codes with imposed sub-structures, starting
with the introduction of multi-edge-type codes in [9] and [11].

II. PROTOGRAPHLDPC CODES

For high-speed decoding, it is advantageous for an LDPC
code to be constructed from a protograph [7] or projected
graph [8]. A protograph is a Tanner graph with a relatively
small number of nodes. A “copy-and-permute” operation [7]
can be applied to the protograph to obtain larger derived graphs
of various sizes. This operation consists of first makingN
copies of the protograph, and then permuting the endpoints
of each edge among theN variable andN check nodes
connected to the set ofN edges copied from the same edge
in the protograph. The derived graph is the graph of a code
N times as large as the code corresponding to the protograph,
with the same rate and the same distribution of variable and

check node degrees. LDPC codes with protograph structure are
a subclass of multi-edge-type LDPC codes. As an example
for protograph-based LDPC codes we consider the rate-1/3
Repeat-Accumulate (RA) code depicted in Fig. 1(a). For this
code the minimumEb/N0 threshold with iterative decod-
ing is 0.502 dB. This code has a protograph representation
shown in Fig. 1(b), as long as the interleaverπ is chosen
to be decomposable into permutations along each edge of
the protograph. The iterative decoding threshold is unchanged
despite the additional constraint imposed by the protograph.
The protograph consists of 4 variable nodes and 3 check nodes,
connected by 9 edges. Three variable nodes are connected to
the channel (transmitted nodes) and are shown as dark filled
circles. One variable node is not connected to the channel (i.e.,
it is punctured) and is depicted by a blank circle. The three
check nodes are depicted by circles with a plus sign inside.
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Fig. 1. (a) A rate-1/3 RA code with repetition 3, and (b) its corresponding
protograph.

Repeat-Accumulate (RA) [5], Irregular Repeat-Accumulate
(IRA) [6], and recently proposed Accumulate-Repeat-
Accumulate (ARA) [16] codes, with suitable definitions of
their interleavers, all have simple protograph representations.
These codes provide fairly low iterative decoding thresholds
but have sublinear minimum distance. However for certain
applications linear minimum distance is required for low error
floor performance.

III. R ECIPROCALCHANNEL APPROXIMATION IN

PROTOGRAPHS

Computation of iterative decoding thresholds for the pro-
tographs in this paper follows a fast and accurate approxima-
tion to density evolution originally proposed in [22]. Less than
0.005 dB deviations from true density evolution thresholds
have been observed by the application of this approximation



to protograph codes over binary-input additive white Gaussian
noise (BI-AWGN) channels.

The reciprocal channel approximation (RCA) makes use of
a single real-valued parameter, in this case signal-to-noise ratio
(SNR) s, as a stand-in for full density evolution. For every
value ofs, a reciprocal of SNR,r, is defined such thatC(s)+
C(r) = 1, whereC(x) denotes the capacity of the binary-
input AWGN channel with SNRx. In the reciprocal channel
approximation, the parameters is additive at variable nodes,
and the reciprocal parameterr is additive at check nodes.
Chung’s self-inverting reciprocal energy function,R (x) =
C−1 (1− C (x)), transforms between the parameterss andr,
namelyr = R(s) ands = R(r).

To apply the RCA technique to a protograph we first identify
all transmitted variable nodes and select a target channel SNR
schan. As shown in Fig. 2 messages⇀se are passed along edges
leaving variable nodes (⇀se = schan from transmitted nodes
and⇀se = 0 from punctured nodes). The transformationR(⇀se)
is applied and an extrinsic return message,↼

r e, is determined
by computing the sum of all incoming messages save the one
along edgee. TransformationR(·) is then reapplied to produce
↼
se. The process continues and a threshold is determined by
the smallest value ofschan for which unbounded growth of
all messages⇀se can be achieved.

s e = schan + s e'
e' ∈ ev\ e

∑

r e = r e'
e ' ∈ ec \ e

∑

s e = R(r e)

r e = R(s e)

e

v

c

Fig. 2. The reciprocal channel approximation in use on a protograph.

Motivation for applying RCA to the BI-AWGN channel
most likely derived from the fact that a similar reciprocal
channel definition yields exact density evolution results [22]
when applied to the binary erasure channel (BEC). In the case
of a BEC with erasure probabilityε and capacityC = 1− ε,
a parameters = − log ε is additive at variable nodes, a
reciprocal parameterr = − log(1 − ε) is additive at check
nodes, ands andr are related byC(s) + C(r) = 1 .

IV. PRECODEDPROTOGRAPHLDPC CODES

Classic regular LDPC codes, in addition to simplicity, have
low error floors. However, their iterative decoding thresholds
are high. For example the (3,6) regular LDPC codes have an
iterative decoding threshold of 1.11 dB while their ensemble
asymptotic minimum distance grows like0.023n as n goes
to infinity. For comparison the asymptotic minimum distance
of random codes grows as0.11n. We express the normalized
logarithmic asymptotic weight distribution of a code asr(δ) =

ln(Ad)
n where d is Hamming weight,δ = d

n , andAd is the
ensemble weight distribution. Ifr(δ) starts out negative near
δ = 0 and has a first zero crossing atδ = δmin > 0, then the
typical minimum distance of the code ensemble isdmin =
nδmin, which grows linearly withn at the rateδmin. This
growth rateδmin is a characteristic of the specific protograph
from which the LDPC code ensemble is constructed. Methods
to compute the asymptotic weight enumerators for LDPC
codes with protograph structure are presented in [18] and [19].

Precoding places a constraint node between a degree-1
variable node and a higher degree variable, which is then op-
tionally erased. Precoding often lowers the iterative decoding
threshold of a given protograph without altering its rate [16].
Precoding is generally most useful at lower rates, because
iterative decoding thresholds for very high-rate regular LDPC
codes are already satisfactory.

Fig. 3 compares the asymptotic weight distribution of (3,6)
regular LDPC codes with and without precoding to that of
rate-1/2 random codes. Precoding improves both the iterative
decoding threshold and the asymptotic growth rate ofdmin.
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Fig. 3. Asymptotic weight distributions and zero crossings for (3,6) regular
LDPC with: no precoding, 25 percent precoded nodes, 50 percent precoded
nodes, and rate 1/2 random codes.

V. A METHOD TO CONSTRUCT PROTOGRAPHS WITH

δmin > 0 DESPITE HAVING DEGREE-2 VARIABLE NODES

Computation of ensemble weight enumerators for proto-
graph LDPC codes [19] requires knowledge of the partial
weight enumeratorAw1,w2,...,wm for every check with degree
m in the protograph. Any degree-m check node can be split
into an equivalent subgraph with two check nodes of degree
m1+1 andm2+1 connected by a degree-2 variable node, such
that m1 + m2 = m. Figure 4 shows a degree-m check and
its equivalent representation for partial weight enumeration.
The partial weight enumerator for the check with degreem,
expanded to representm binary sequences each of lengthN ,
is obtained from the partial weight enumerators of the two
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Fig. 4. Degree-m check and its equivalent representation.

checks with degreesm1 + 1 andm2 + 1 as

Acw1,w2,...,wm =
N∑
l=1

Aw1,...,wm1 ,l
Awm1+1,...,wm,l(
N
l

) (1)

We use this idea to construct protograph LDPC codes
that include degree-2 variable nodes to achieve good iterative
decoding thresholds, yet also have minimum distance growing
linearly with block size. Start with a high-rate protograph
LDPC code where the degrees of all variable nodes are at
least 3. We know that such a code ensemble has minimum
distance that grows linearly with block size. Next we split a
check node in the protograph into two checks and distribute the
total number of edges into the original check between the two
new checks, and then connect these two checks with a non-
transmitted degree-2 variable node. The resulting protograph
has one additional check node and one new non-transmitted
degree-2 variable node. The corresponding protograph LDPC
code ensemble will have the same average weight enumerator,
and so its ensemble minimum distance will grow linearly with
block size with the same linearity coefficient. The overall code
rate remains the same. Finally, if we change the new degree-
2 variable node from an untransmitted node to a transmitted
node, we obtain a lower-rate code, but the property that the
ensemble minimum distance grows linearly with block size
will be preserved. We can continue spliting additional check
nodes to generate lower-rate protograph LDPC codes.

Figure 5 shows an example of such a construction to obtain
a rate-1/2 AR4JA code [17], starting with a rate-2/3 code.
In the last step of this construction we also attached an
accumulator as a precoder to lower the iterative decoding
threshold. The iterative decoding threshold for this rate-1/2
code is 0.64 dB, and the asymptotic growth rate of the
ensemble minimum distance isδmin = 0.015.

After using our new check node splitting technique to design
a particular low-rate code such as the rate-1/2 AR4JA code in
Fig. 5 with minimum distance guaranteed to grow linearly
with block size, this property will be preserved if we attach
additional variable nodes of degree-3 and higher to this low-
rate protograph. Thus, we can conclude that the entire AR4JA
family described in [17] for ratesr = (n + 1)/(n + 2), n =
0, 1, 2, . . . , has ensemble minimum distance growing linearly
with block size. Protographs for this AR4JA family are shown
in Fig. 6. The thresholds achieved by this family compared to
the corresponding capacity limits are also shown in Fig. 6.

The next example illustrates that precoding is not essential
for constructing a code having both a low iterative decoding
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Fig. 5. Constructing rate 1/2 AR4JA LDPC code from a rate 2/3 protograph
LDPC code.
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Code

Rate
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Threshold
Capacity Difference

1/2 0.628 0.187 0.441

2/3 1.450 1.059 0.391

3/4 2.005 1.626 0.379
4/5 2.413 2.040 0.373

5/6 2.733 2.362 0.371

6/7 2.993 2.625 0.368

7/8 3.209 2.845 0.364

Fig. 6. Protograph of AR4JA family with rates 1/2 and higher.

threshold and linearly growing minimum distance. Instead
a high-degree variable node is used to lower the iterative
decoding threshold. We start with a rate-4/5 code and apply
check node splitting to obtain rate-2/3 and rate-1/2 codes as
shown in Fig. 7. Reversing the construction process, we note
that the higher-rates protographs in Fig. 7 can be obtained by
simply puncturing some of the degree-2 nodes of the rate-1/2
protograph.

Note that the rate-1/2 code in Fig. 7 hasλ
′
(0)ρ

′
(1) = 1.37.

Thus the code does not satisfy the relationλ
′
(0)ρ

′
(1) <

1 [20], whereλ(x), ρ(x) are the degree distributions for vari-
able and constraint nodes. For a protograph code this condition
is a sufficient, but not a necessary, condition for minimum
distance growing withn. Specifically, the ensemble asymptotic
minimum distance over block size for this protograph is a
small but positive number,δmin = 0.005.
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VI. GENERALITY OF THE CHECK NODE SPLITTING

TECHNIQUE FORCONSTRUCTINGPROTOGRAPHS WITH

LINEARLY GROWING ENSEMBLE MINIMUM DISTANCE

Up to now we have used our check node splitting technique
to generate examples of protograph codes having degree-2
variable nodes that nonetheless possess the desirable property
that their ensemble minimum distance grows linearly with
block size. In this section, we tackle the converse problem and
identify a condition which, if satisfied by a given protograph
having degree-2 variables, will insure that the corresponding
ensemble minimum distance grows linearly with block size.

Definition: Let P denote any protograph containing only
transmitted variable nodes of degree 2 and higher. LetP ′
denote the subgraph ofP that contains only its degree-2
variables and their attached edges and checks. If this subgraph
is not connected, decompose it into its disjoint connected
pieces,P ′ = ∪iP ′i(mi), wheremi is the number of degree-
2 variable nodes in the connected subgraphP ′i(mi). We say
that the original protographP satisfies thecheck node splitting
condition if each connected subgraphP ′i(mi) has exactly
mi + 1 checks.

Lemma:If and only if a protographP satisfies the check
node splitting condition, then it can be constructed by our
node splitting technique starting with a higher-rate ancestral
protographP+ having only transmitted variable nodes of
degree 3 and higher.

Theorem: If a protographP satisfies the check node
splitting condition, thenP will inherit the property from its

ancestral protographP+ that its ensemble minimum distance
grows linearly with block size.

Proof: The theorem follows from the lemma by the ar-
guments given in the previous section. The proof of the
lemma is trivial in one direction. Every check nodei in the
ancestral protographP+ that is splitmi times in succession
will generate a corresponding subgraphP ′i(mi) of mi degree-
2 variable nodes andmi+1 attached checks, because one new
check node and one new degree-2 variable node are created
with each split. Furthermore, this subgraphP ′i(mi) will be
disconnected from the subgraphP ′j(mj) created by splitting
any other check nodej 6= i in the ancestral protographP+.

To prove the converse, it is sufficient to show that each
connected subgraphP ′i(mi) of mi degree-2 variable nodes and
mi + 1 attached check nodes can be derived by applying the
node splitting technique to a single check node in an ancestral
protographP+. First select any check node of degree 1 within
the subgraphP ′i(mi). This is always possible, because there
are more checks than variables inP ′i(mi), and all variables
in this subgraph are degree-2. The single degree-2 variable
node attached to the selected check node is also attached to
one other uniquely determined check node inP ′i(mi). This
second check node must have degree≥2 in P ′i(mi), because
otherwise the subgraph consisting of these two checks and
their connecting variable would be disconnected from the
remainder ofP ′i(mi). Merge these two checks and delete
the connecting variable. The result is a subgraphP ′i(mi − 1)
consisting ofmi − 1 degree-2 variables andmi checks. This
subgraphP ′i(mi−1) is also connected, since the second check
included in the merger fromP ′i(mi) must have been connected
to the remainder of the graph. By the same procedure applied
to P ′i(mi), merge another pair of checks fromP ′i(mi−1) and
delete the connecting variable to obtain a smaller subgraph
P ′i(mi − 2) with the same properties. Continue this process
until obtainingP ′i(0) consisting of one check node and zero
degree-2 variable nodes. Finally, reverse this process starting
with P ′i(0) to obtain the original connected subgraphP ′i(mi).
Each check node merger and variable node deletion is reversed
by a corresponding check node split and new variable node
creation and attachment.

Note that while the lemma provides an if-and-only-if condi-
tion for determining whether our node splitting method can be
applied to prove asymptotically growing ensemble minimum
distance, the theorem does not rule out the possibility of
protographs failing this condition for which linearly growing
minimum distance could be proved by other means.

VII. SIMULATION RESULTS

Fig. 8 shows bit and frame error rate simulation results for
LDPC codes with dimensionk = 4096 expanded from the
rate-1/2 through rate-4/5 AR4JA protographs in Fig. 6 for
which precoding was used to lower the decoding threshold.
Fig. 9 shows simulation results for LDPC codes withk =
3680 built from the rate-1/2 protograph in Fig. 7, for which
a high-degree node was used in the base protograph. The
rate-2/3 and rate-4/5 protographs in Fig. 9 are obtained by



puncturing the rate-1/2 protograph. Protographs were lifted
using the ACE algorithm [21] to find circulants for each edge
of the protograph. The simulation results are also compared
with Gallager’s bound [1] for random codes. All simulations
were performed on a field-programmable gate array (FPGA)
implementation of an LDPC decoder developed at JPL.
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VIII. C ONCLUSION

In this paper we introduced a new construction technique
for designing ensembles of structured codes that exhibit both
good threshold performance and minimum distance that for
a typical instance from the ensemble increases linearly with
blocklength.
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